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2 A Connectionist Model of the Learning
of Personal Pronouns in English

Thomas R. Shultz, David Buckingham and Yuriko
Oshima-Takane

20.1 Introduction

Learning the semantics of personal pronouns such as me and you poses
interesting problems for young children. The problems stem initially from
the fact that the referent of these pronouns is not fixed, but rather shifts with
conversational role. For example, the child’s mother calls herself me and the
child you; but these terms need to be reversed when the child uses them. Not
only does the referent of personal pronouns shift with conversational role,
but the model for correct use of these pronouns is not ordinarily provided
in speech that is addressed to children. As in the above example, the child
must learn to reverse these pronouns to use them correctly. If children
simply imitated what they heard in speech addressed to them, they would
incorrectly refer to themselves as you and to the mother as me.

Yet children typically master the correct use of personal pronouns in En-
glish by about 3 years of age (Clark, 1978). Furthermore, the majority of
children do so with few reversal errors of the type cited above (Charney,
1980; Chiat, 1981). Some children do make such errors, however, and these
errors often persist for months (Clark, 1978; Oshima-Takane, 1992; Schiff-
Meyers, 1983). Researchers occasionally refer to these errors as non-reversal
errors because children fail to reverse pronouns they hear (Oshima-Takane,
1988; Tanz, 1980). In this paper, we call them reversal errors in order to be
consistent with the idea that the child has reversed the correct use of the
two pronouns. The semantic rules underlying correct use of first and second
person pronouns have been analyzed by philosophers of language who have
emphasized the importance of context, speech roles, and discourse situations
(Barwise & Perry, 1983; Kaplan, 1977). Essentially, the correct semantic
rules specify that a first person pronoun refers to the person who uses it and
that a second person pronoun refers to the person who is addressed when it
is used.

Whereas many researchers and theorists (Ervin-Tripp, 1971; de Paulo &
Bonvillian, 1978) assume that speech not addressed to children is unimpor-
tant in language acquisition, Oshima-Takane (1988) has hypothesized that
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children may be able to learn the semantic rules for pronouns primarily
from speech not addressed to them, that is, from overheard speech. In over-
heard speech, children often observe that second person pronouns refer to
a person other than themselves and that first and second person pronouns
reciprocate each other. In speech addressed to children, on the other hand,
children simply observe that second person pronouns always refer to them-
selves and that first person pronouns refer to the person who is speaking to
them. Thus, the relationship between pronouns and speech roles should be
better understood when children hear other people talking to each other.

Oshima-Takane’s theoretical analysis of pronoun acquisition stands in con-
trast to the analyses of previous theorists who had focused exclusively on
children’s errors (Bartak & Rutter, 1974; Fay & Shuler, 1980; Simon, 1975)
or on the absence of children’s errors (Charney, 1980; Shipley & Shipley,
1969). Those theorists who had focused only on errors failed to explain the
early errorless acquisition of pronouns characteristic of most children, and
those who had focused only on correct pronoun use failed to explain the
persistent reversal errors found in some children. Oshima-Takane’s analysis
was the first to explain the variation in pronoun acquisition across different
types of children.

In support of her theoretical analysis, Oshima-Takane (1988) conducted a
training experiment with 19-month-olds who were about to learn personal
pronouns and found that children profited more in pronoun production from
overheard speech than from speech directly addressed to them. In fact,
only those children who had opportunities to hear pronouns in overheard
speech could produce pronouns without errors. Extending this argument
to a naturalistic setting, she predicted and found that second-borns ac-
quired these pronouns earlier than first-borns, even though these children
did not differ on other language measures such as mean length of utterance
(Oshima-Takane & Derevensky, 1990). Presumably, second-born children
have relatively more opportunities to hear pronouns used in speech that is
not addressed to them, that is, in conversations between their parent and
older sibling.

Extreme versions of Oshima-Takane’s (1988) addressee and non-addressee
training conditions are illustrated in the top row of figure 20.1. In this figure,
Fa refers to the father, Mo to the mother, and Ch to the child. The arrows
originate from the speaker. The original direction of the arrow indicates the
addressee; the point of the arrow indicates the referent. In the addressee
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Figure 20.1
Schematic representation of training patterns.

condition, each parent in turn addresses the child. The father points to the
child and says you, and points to himself and says me. The mother does
the analogous thing, saying you when pointing to the child and me when
Y pointing to herself. In the non-addressee condition, the parents address each
i other and the child merely listens. Each parent points to him- or herself and

& says me, and points to the opposite parent and says you. The critical tests
are those involving the child’s productive use of these personal pronouns.
As illustrated in the bottom of Figure 20.1, what does the child say as he
or she joins in the game, when pointing to a parent or to the self?

We report two connectionist simulations on learning of the personal pro-
nouns me and you under addressee and non-addressee conditions. In the
first experiment, we contrasted the pure versions of these two conditions. In
the second, we created a series of conditions in which addressee and non-
addressee patterns were mixed in varying, more realistic degrees. In both
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cxperiments, after the networks learned the parent-speaking patterns, we
added test patterns in which the child spoke, either referring to himself or
Lo a parent. The key question was how long it would take to learn in this
second phase.

20.2 The Learning Algorithm and the Initial
' Network

We used a relatively new connectionist learning algorithm called cascade-
correlation (IFahlman & Lebiere, 1990). Cascade-correlation builds its own
network topology by recruiting new hidden units as it learns. Thus, it
aflords a more principled approach to network construction than, say, back-
propagation and other algorithms that require a full specification of the
nelwork.  Cascade-correlation begins with a minimal topology containing
only the input and output units defined by the programmer. In what is
called the output phase, connections to the output units are trained until
error can no longer be reduced. Then, in the input phase, a pool of candidate
hidden units receives trainable input from the input units and any existing
hidden units. Outputs from the candidate hidden units are not connected
to the output units in the input phase. The purpose of the input phase is to
identify the candidate unit whose activations correlate best with the output
crrors. This best candidate unit is then installed in the network, receiving
input from all input units and any hidden units already in place and sending
output to all of the output units. Once installed, the input side weights to the
new hidden unit are frozen, and its output side weights are allowed to change
with learning in the next output phase. Because cascade-correlation uses
second order error minimization techniques in computing weight changes and
learns only one level at a time, it is typically 10-50 times faster at learning
than is back-propagation. We used default parameter settings for all of
the present simulations and always trained to victory. Cascade-correlation
declares victory and stops learning when all of the outputs are within score-
threshold of their targets on all of the training patterns. Score-threshold is
a parameter that reflects the allowable difference between output and target
activations. Normally, learning continues until all output activations are
within score-threshold of their targets for all training patterns.
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Figure 20.2
Initial pronoun network before recruitment of hidden units.

The cascade-correlation algorithm has been successfully applied to a va-
riety of problems in cognitive development, including balance scale phe-
nomena (Shultz & Schmidt, 1991) and certain aspects of causal reasoning
(Shultz, Zelazo, & Strigler, 1991). As far as we know, cascade-correlation
has not yet been applied to psycholinguistic phenomena, but a number of
other connectionist algorithms have successfully captured selected aspects
of language development, including acquisition of the German article sys-
tem (MacWhinney, Leinbach, Taraban &MacDonald, 1989), U-shaped de-
velopment in past-tense English morphology (Plunkett & Marchman, 1991),
semantic over-and under-extension (Chauvin, 1989), the mutual exclusivity
constraint in word learning (Schyns, 1991), and the importance of starting
small in syntactic acquisition (Elman, 1993). Theoretical relations between
connectionism and cognitive development have been discussed by Plunkett
and Sinha (1991) and by Shultz (1991).

The initial cascade-correlation network used in our pronoun simulations
employed distributed representations on both input and output units, as
portrayed in figure 20.2. There were three pairs of input units, two for the
speaker, two for the addressee, and two for the referent. The inputs were
coded as 01 for the mother, 10 for the father, and 11 for the child. The two
output units were coded as +— for me, and as —+ for you. All of the input
units were connected to all of the output units. In addition, there was a bias
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Table 20.1
Phase 1 training patterns.

Condifion Speaker * Addressee Referent Pronoun

addressee father child father me
father child child you
mother child mother me
mother child child you

non- n;iI‘;essc(a father mother father me
father mother mother you
mother father mother me
mother father father you

unit, which was always on, connected to all of the output units. The arrow
in figure 20.2 indicates full connectivity between input and output layers.

20.3 Ixperiment 1: Pure Conditions

The phase 1 training patterns in the addressee condition consisted of the
four utterances portrayed in the top left of figure 20.1. They are listed
more formally in the top half of table 20.1. The training patterns for the
non-addressee condition consisted of the four utterances in the top right of
figure 20.1; they are listed in the bottom half of table 20.1. There were 20
runs in each condition. In the first phase, each network learned the initial
four training patterns associated with the appropriate condition. Then, in
the second phase, the four test patterns illustrated in the bottom of fig-
ure 20.1 were added to the training sets of both conditions and learning
resumed. Thus, in phase 2, there were eight training patterns in each con-
dition. The new patterns, along with their target pronouns, are listed in
table 20.2.

The mean epochs to learn in phase 1 were 13.80 in the addressee condition
and 47.25 in the non-addressee condition, F(1, 38) = 2609.28, p < .001.! No
hidden units were recruited by any networks in the addressee condition,
but each network in the non-addressee condition recruited one hidden unit.
The recruited hidden unit is presumably necessary to encode the shifting

PAll of the statistical tests reported in this paper are analyses of variance. One of several
good background sources for this technique is Winer (1971).

b 1 G
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Figure 20.3

Pronoun network after recruitment of a single hidden unit.
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Activation diagram for Network 13, non-addressee condition.
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Table 20.2
Training patterns added in phase 2.

Speaker Addressee Referent Pronoun
child " father child me
child father father you
child mother . child me
child mother mother you

pronominal reference in the non-addressee condition. In the second phase, as
predicted, it took more epochs to learn in the addressee (M = 110.90) than
in the non-addressee (M = 11.55) condition, F'(1,38) = 2512.65, p < .001.
For the sccond phase, one hidden unit was recruited by each network in the
addressee condition, but no hidden units were recruited in the non-addressee
condition. '

The configuration of a network after recruiting a hidden unit is illustrated
in figure 20.3. The arrows in figure 20.3 indicate full connectivity between
the input and output layers, between the input and hidden layers, and be-
tween the hidden and output layers. Once a hidden unit has been installed,
weights coming into it are frozen. These weights have already been adjusted
before installation so that the output of the hidden unit correlates highly
with the network’s existing error. Weights coming into the output units
conlinue to be adjusted with further learning,.

Plots of the output activation values for individual networks over epochs
in phase 2 can reveal what is happening in the networks. Figure 20.4 shows
such a plot for network 13, simulating a child speaking to the father and
pointing to herself. In these graphs, triangles refer to the activation level on
the output unit that should be positive when the target is me and negative -
when the target is you. Circles refer to the activation level on the output
unit that should be positive when the target is you and negative when the
target is me. With the score-threshold parameter set to the default value of
0.4, the two output units need to be on opposite sides of the dashed lines,
drawn at ordinate values of +0.1 and —0.1, in order to be interpreted as
uttering a particular pronoun. By epoch 2, network 13 is correctly saying
me when pointing to itself, indicating a very good generalization from the
non-addressee training. Not all of the non-addressee networks did this well,
but errorless generalization to previously unseen problems did occasionally
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Figure 20.5
Activation diagram for Network 9, addressee condition.

occur. More typically, a few more epochs of phase 2 learning were required
to produce correct performance.

Networks in the addressee condition often showed persistent reversal er-
rors coupled with confusion (i.e., producing neither pronoun) before finally
getting the pronouns correct. An example is provided in figure 20.5 from
a network (number 9) simulating speaking to the mother. This network
started out saying you when pointing to itself, persisted in this error for
around 15 epochs, then went into a long period of not clearly producing
either pronoun, before finally sorting it out at around 53 epochs. Children
often avoid pronoun errors by using proper names (Oshima-Takane & Oram,
1991); one can perhaps imagine a network doing that when it fails to pro-
duce a clear pronoun. This could be explored in future simulations in which
proper names are included in the training patterns.

We chose a few networks haphazardly and drew Hinton diagrams of their
network structure at the completion of phases 1 and 2. Each Hinton diagram
shows the size and sign of incoming weights. Size of weight is indicated
by the size of the corresponding square; white squares indicate positive
weights and black squares indicate negative weights. Hinton diagrams for
two representative networks are presented in figure 20.6. For network 10 in
the addressee condition, there were enormous changes in both the sign and
size of the weights from the end of phase 1 to the end of phase 2. In contrast, -
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End of Phase 1 End of Phase 2

2nd output

1st output

hidden 7

2nd output

1st output
0 bias )
1,2 speaker hidden 7
3,4 addressee

5,6 referent
Network 10, Addressee Condition

Figure 20.6
Hinton diagrams of incoming weights for two networks.

for network 13 in the non-addressee condition, the weight adjustments from
the end of phase 1 to the end of phase 2 were fairly minor.

To examine this finding more systematically, we computed the mean ab-
solute weight changes from the end of phase 1 to the end of phase 2. These
differences were obtained separately for each of the two output units and
averaged across seven output connections in the addressee condition and
eight output connections in the non-addressee condition. This difference
in number of output connections is due to the fact that a hidden unit was
recruited during phase 1 in the non-addressee condition but not in the ad-
dressee condition. The mean absolute weight changes were subjected to a
two-way analysis of variance in which condition served as a between network
factor and output unit served as a repeated measures factor. This analysis
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yielded only a main effect of condition, F'(1,38) = 8.26, p < .01. There was
more weight change in the addressee (M = 1.20) than in the non-addressee
(M = 0.86) condition. This is quite a conservative method of assessing the
amount of required change since it ignores the fact that an additional hidden
unit always gets recruited during phase 2 in addressee networks, but not in
non-addressee networks. The addressee networks must, of course, also learn
the connection weights entering and exiting this new hidden unit during
phase 2.

20.4 Experiment 2: Mixed Conditions

The pure addressee and non-addressee conditions in Experiment 1 are in-
teresting for theoretical reasons, but are too extreme to simulate the child’s
natural language learning environment, which undoubtedly involves some
mixture of addressee and non-addressee material. Variation in such mix-
tures was achieved by including the four addressee and four non-addressee
patterns from table 20.1 in various frequency multiples. There were five
conditions, with the frequency multiples of addressee:non-addressee of 9 : 1,
7:3,5:5,3:7,and 1:9. For example, in the 7 : 3 condition, the four ad-
dressee patterns occurred seven times and the four non-addressee patterns
occurred three times. Thus, there were 40 phase 1 training patterns in each
condition.

The 9 : 1 condition could be regarded as roughly equivalent to the speech
heard by a first-born child with no siblings; mostly addressee while one
parent is away at work plus a bit of non-addressee in the evening when the
working parent returns. The 5 : 5 condition could be regarded as roughly
equivalent to the speech heard by a second-born child; addressee and non-
addressee speech all day in about equal measure. Once the 40 patterns in
phase 1 had been learned, the four child-speaking patterns from table 20.2
were added to the training patterns and phase 2 learning resumed until
completion.

The mean epochs to learn in phase 1 are presented in Figure 20.7 A one-
way analysis of variance revealed a main effect of condition, F(4,95) =
149.01, p < .001, with a strong negative linear trend, F(1,95) = 529.44, p <
.001. This negative linear trend reflects the fact that, with less non-addressee
material, it takes longer to discover the necessity of adding a hidden unit.
Note that this is opposite to the phase 1 trend in Experiment 1, where it
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Figure 20.7

Mean epochs to learn in phase 1.

was not necessary to add a hidden unit in the addressee condition in the
total absence of non-addressee patterns. In the present mixed experiment,
there was one hidden unit recruited in each run during phase 1.

The mean epochs to learn in phase 2 are presented in figure 20.8. A one-
way analysis of variance yielded a main effect of condition, F'(4,95) = 12.44,
p < .001, with a strong negative linear trend, F'(1,95) = 41.83, p < .0l
As in Experiment 1, this negative linear trend reflected the fact that more
non-addressee material in phase 1 enabled better generalization to the child-
speaking patterns in phase 2. One network in the 3 : 7 condition recruited no
hidden units in phase 2; otherwise each network in all conditions of phase 2
recruited one hidden unit.

The network configuration after recruiting a second hidden unit is por-
trayed in figure 20.9. The thick arrows represent full connectivity between
network layers; the thin arrow indicates a single connection between the two
hidden units.

20.5 Discussion

Comparison of addressee vs. non-addressee conditions in both pure and
mixed form qualitatively simulated the results of both experimental and
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Figure 20.8
Mean epochs to learn in phase 2.
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Figure 20.9
Pronoun network after recruitment of a second hidden unit.
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naturalistic studies with children. In general, the results were consistent
with Oshima-Takane’s (1988) hypothesis that children learn correct usage
of personal pronouns from speech not addressed to them, whereas they learn
incorrect use from speech directly addressed to them. This interpretation
of the condition effects was supported by analyses of output activations and
weight changes. Output activation diagrams indicated fairly rapid acquisi-
tion of pronouns with more non-addressee training and persistent pronoun
errors, including reversals, with more addressee training. Analyses of weight
changes between phases revealed that, with greater non-addressee material
in the training patterns, the network weights after phase 1 training were
closer to those required for mastery of the phase 2 child-speaking patterns.
Thus, these initial models are capable of simulating some of the wide varia-
tion that exists in the pronoun errors children make during acquisition and
relating this variation to the same factors, i.e., addressee vs. non-addressee
speech, that affect such variation in children. The similations are still in-
complete since they do not yet contain proper names nor any trends for
carlier acquisition of first person than second person pronouns (Chiat, 1981;
Clark, 1978; Oshima-Takane & Oram, 1991). Because the present simula-
tions focus on situations in which the referent is clearly specified, in this
case by pointing, they also neglect the learning of referents in other situa-
tious. Planning for experiments on these open issues is currently underway.
[oven with such additions, these sorts of models will still be greatly simpli-
fied compared to the child’s actual social environment and computational
resotirces.

It is not yet clear whether our phase 2 learning is a realistic simulation
of the child’s natural language environment or whether it is merely a diag-
nostic device to assess the effectiveness of phase 1 learning. It is clear that
direct feedback on correct pronoun use is often difficult for the child to un- _
derstand. Oshima-Takane (1992) has reported that a boy who was making ~
reversal errors completely misunderstood parents’ corrections and did not
correct his errors for a long period of time. It is possible, however, that
other sorts of feedback, such as parental comprehension failures, are effec-
tive in correcting the child’s pronoun errors. Cascade-correlation networks
can also be temporarily quite resistant to error feedback, at least in terms
of classifying output activations, so temporary resistance in children should
not at all disqualify network models.
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Discussing cognitive development in general, Siegler (1991, p. 354) con-
cluded “ ... existing knowledge facilitates new acquisitions when, and only
when, directly relevant learning experiences arise. Thus, transfer of existing
knowledge may be more apparent in savings of time and effort in future
learning, or in the range of experiences that produce learning, than in direct
extension of the knowledge to new domains without intervening experience
in those domains”. If this were true of pronoun acquisition, the necessity
of phase 2 learning in our simulations would be justified. However much
phase 2 learning is required in future models, the main thrust of current
psychological and simulation results is that the principal determinant of
correct personal pronoun use is the opportunity to hear these pronouns in
speech not addressed to the child.

The prevailing view of language acquisition has focused on speech ad-
dressed to children as the primary linguistic input, and correspondingly little
theoretical attention has been paid to overheard speech. Many researchers
believe that young children do not attend to most of utterances they over-
hear because such utterances are insensitive to the limited linguistic abilities
of the children. For example, overheard utterances are generally longer and
more complex than those used in speech addressed to children. But it is
clear from the present simulations as well as from earlier psychological stud-
- ies that hearing pronouns in speech not addressed to the child is essential for

producing correct pronouns. These results suggest that overheard speech is
an important source of input for early language development.

Although no other detailed models of pronoun acquisition exist, perhaps
the most plausible alternative to the present model would be an explicit
symbolic rule model, such as could be developed in a self-modifying produc-

" tion system like Soar (Newell, 1990). We have little doubt that Soar could
be made to learn these pronoun rules, but we wonder whether it would be
sufficiently sensitive to the frequency effects we observed in the mixed pat-
terns experiment and which are presumably responsible for the experimental
and observational results with human children. Soar would likely learn the
correct rules immediately on presentation of a minimal number of patterns,
ignoring the effects of frequencies of the patterns. Production system in-
terpreters that are quantitatively sensitive to frequency effects are certainly
possible, but to our knowledge no one has shown how such characteristics
can be smoothly integrated with other rule-learning constraints.
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"The present results are relevant to issues of constructive induction and the
effect of prior knowledge on learnability. The cascade-correlation learning
algorithm spontaneously constructs representations of shifting pronominal
reference by the dual process of weight adjustment and recruitment of hid-
den units that correlate well with existing error. The learnability of correct
pronoun production is shown to depend on previous learning of pronoun
patterns in non-addressee speech. Coupled with the connectionist models
reviewed earlier, the present simulation results suggest that human psycho-
logical development can be modeled and elucidated by connectionist tech-
niques.
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