Early stages of sensorimotor map acquisition: learning with free exploration, without active movement or global structure
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van Vugt FT, Ostry DJ. Early stages of sensorimotor map acquisition: learning with free exploration, without active movement or global structure. J Neurophysiol 122: 1708–1720, 2019. First published August 21, 2019; doi:10.1152/jn.00429.2019.—One of the puzzles of learning to talk or play a musical instrument is how we learn which movement produces a particular sound: an audiomotor map. The initial stages of map acquisition can be studied by having participants learn arm movements to auditory targets. The key question is what mechanism drives this early learning. Three learning processes from previous literature were tested: map learning may rely on active motor outflow (target), on error correction, and on the correspondence between sensory and motor distances (i.e., that similar movements map to similar sounds). Alternatively, we hypothesized that map learning can proceed without these. Participants made movements that were mapped to sounds in a number of different conditions that each precluded one of the potential learning processes. We tested whether map learning relies on assumptions about topological continuity by exposing participants to a permuted map that did not preserve distances in auditory and motor space. Further groups were tested who passively experienced the targets, kinematic trajectories produced by a robot arm, and auditory feedback as a yoked active participant (hence without active motor outflow). Another group made movements without receiving targets (thus without experiencing errors). In each case we observed substantial learning, therefore none of the three hypothesized processes is required for learning. Instead early map acquisition can occur with free exploration without target error correction, is based on sensory-to-sensory correspondences, and possible even for discontinuous maps. The findings are consistent with the idea that early sensorimotor map formation can involve instance-specific learning.

NEW & NOTEWORTHY This study tested learning of novel sensorimotor maps in a variety of unusual circumstances, including learning a mapping that was permuted in such a way that it fragmented the sensorimotor workspace into discontinuous parts, thus not preserving sensory and motor topology. Participants could learn this mapping, and they could learn without motor outflow or targets. These results point to a robust learning mechanism building on individual instances, inspired from machine learning literature.

INTRODUCTION

When learning new motor skills, such as learning to speak or play a musical instrument, the learner is faced with the challenge of determining which movement to perform to make a particular sound: learning a sensorimotor map. Typically, studies of sensorimotor learning are based on cases where subjects come to the laboratory with a preexisting sensorimotor map, which is then experimentally perturbed, for example, by imposing a rotation of a visual cursor. By contrast, during the earliest stages of learning of a novel sensorimotor map subjects have no knowledge of the mapping between movements and sensory effects, and this phase can be studied by monitoring participants as they learn a novel association between movements and sounds (van Vugt and Ostry 2018a). Little is known about what drives this kind of learning. In other learning paradigms, a number of underlying mechanisms have been identified, and here we tested whether each of these is involved in the initial stage of map learning as well. Previous work on motor adaptation has shown that active motor outflow and a process of (target) error correction are key ingredients in many learning settings. The learner may also proceed by making certain assumptions about the sensorimotor map, such as that similar movements map to similar sensory effects, i.e., that the mapping preserves the distance relationships in the sensory and motor domains. Alternatively, we hypothesized that early map learning may not rely on any of these mechanisms and instead be based on accumulating a history of previous instances of movements and sensory effects, without computing proportionate error corrections or even requiring active motor outflow. These hypotheses are contrasted here in the context of learning novel sensorimotor maps from scratch, in which participants were studied as they first learn a mapping between arm movements and sounds. The results indicate that learning in this context is possible without active motor outflow or (target) error correction and that discontinuous mappings can be learned that do not preserve the topology of the sensory and motor spaces.

Many aspects of sensorimotor learning are thought to rely on active motor outflow, which is used here to mean a motor command that would be reflected in muscle activation. For example, in a classic study neonatal kittens were divided in pairs where one kitten moved actively while another yoked individual passively experienced the motion and the visual sensory experience of the first. The passive individual failed to develop similar sensory and motor capacities even though it...
experienced the same sensory input (Held and Hein 1963), suggesting that motor outflow is required for learning. Similarly, some studies on humans show that although passive movement training may have some benefit (Beste and Dinse 2013), learning is only partial or limited (Beets et al. 2012; Lotze et al. 2003). However, other studies show that reinforcement motor learning is possible through passive somatosensory experience coupled with accuracy feedback (Bernardi et al. 2015), and learning new mechanical environments can occur through passive visual observation of another individual performing the task to be learned (Mattar and Gribble 2005). In the case of learning sensorimotor maps, it remains unclear whether active motor outflow is necessary. The present study tested passive groups who experienced the same kinematic movement trajectories as an active yoked participant learning the sensorimotor map and were also presented with the same sounds. If active motor outflow is critical, these groups should show impaired learning, but if mappings can be formed based only on sensory information (somatosensory and auditory), learning should occur.

When subjects learn a sensorimotor map, it may further be hypothesized that they make assumptions about the type of map they will encounter. For example, participants may anticipate that the novel sensorimotor mapping preserves distances in sensory and motor modalities (Ritter et al. 1989), which means in the present case that if two movements are similar (small angular distance), then the associated sounds will also be similar (in the frequency domain). The sensorimotor apparatus that learners are typically confronted with has this (homomorphic) property: for example, similar arm movements result in similar changes in position in visual coordinates, or similar motor commands sent to the vocal apparatus yield similar sounds (Guenther et al. 2006). Humans can learn complex artificial mappings (Mosier et al. 2005; Mussa-Ivaldi et al. 2011), but the mappings used in these studies still preserve distances. To our knowledge the question whether the sensorimotor map learning mechanism is rooted in the assumption that mappings preserve distances has not been addressed directly. The current setting where participants learned a novel sensorimotor map provided an opportunity to expose participants to a permuted mapping that violated these distance assumptions, by dividing the sensorimotor workspace into bins and then shuffling the way these bins mapped to sounds (Fig. 1D). In this permuted mapping, there can be movements that straddle the boundary between bins and therefore are close together in angular direction have very different associated sounds. The permutation applied here to the mapping left residual local structure (within bins), but the size of the perturbation bins was chosen such that this local structure would not be usable and this was verified empirically. If learning proceeds from the assumption that sensory and motor distances are preserved, then learning should be impaired in this condition, but if learning does not require the presence of global structure, then one would expect similar performance with the permuted map.

Another mechanism thought to drive motor learning is error correction, in which the difference between a target and actually produced movement is computed and then a proportionate correction is applied to update performance on the next trial (Seidler et al. 2013; Wolpert and Ghahramani 2000; Wolpert et al. 1995). The target can be an external sensory goal (task) or internal (sensory prediction; Butcher and Taylor 2018; Mazzioli and Krakauer 2006), yielding two potential error signals, thought to drive explicit and implicit adaptation processes, respectively (Leow et al. 2018; Reichenthal et al. 2016; Taylor and Ivry 2011). When learning novel sensorimotor maps, learning is slow and shows large errors (van Vugt and Ostry 2018a), which leads to the hypothesis that sensorimotor map learning may be driven initially by task (target) error. Alternatively, one can hypothesize that sensorimotor map acquisition proceeds by learning associations between movements and sensory consequences, which at least in principle is possible using free exploratory movements without targets and hence without target error. Similar to this, some forms of sensorimotor learning have been reported previously that do not rely on error correction (Haith and Krakauer 2013) such as use-dependent learning (Diedrichsen et al. 2010). In this work, it will be tested whether sensorimotor map learning requires target error using a free exploration condition in which no targets are presented. If learning relies on target error, this condition should show impaired performance, but if error is not required, learning should be identical to a condition with targets.

The various conditions described above serve to evaluate whether active motor outflow, structure preservation, and/or target error correction play a role in learning sensorimotor maps. An alternative hypothesis is that learning is based on collecting a history of instances of sensory-to-sensory correspondences, yielding an instance-based sensory learning model such as described previously in machine learning (Aha et al. 1991; Atkeson et al. 1997a) and for sensorimotor map learning (van Vugt and Ostry 2018a). Such a learning model may be appropriate during the earliest stages of acquiring novel sensorimotor maps, because in such cases little to no prior information is available on which to base learning.

**METHODS**

A total of 165 participants was included (96 female, 67 male, 2 not reported) with average age of 23.3 (SD 4.2) yr, right-handed, normal hearing, and no prior neurological conditions. Participants were selected to not currently be taking music lessons. Various participants had received minimal music training in school. As for private lessons, participants were categorized into those that had received formal musical training in the past (>5 yr ago) or informal lessons; none was currently musically active. The distribution of subjects among these categories was not different across experimental conditions [$\chi^2(12) = 16.70, P = 0.16$]. All procedures were approved by the McGill University Faculty of Medicine Institutional Review Board. Participants provided written, informed consent.

A systematic mapping was defined between spatial locations and sounds, where the frequency content of sounds varied with the angle of the movement (see Sounds; of note, the sounds were not acoustically localized at different points in space but only differed by their frequency content). Participants were trained to learn this mapping by making movements and hearing the sound each movement was mapped to. The experimental conditions tested here were all variants of the following procedure. Participants were seated at a planar arm robot (Interactive Motion Technologies) and held the handle in their (dominant) right hand. On audiomotor trials, participants made a reaching movement to points on a hidden target circle of 20 cm, and at the end of the movement, a feedback sound was played that depended on the angle of the end point of the subject’s movement (Fig. 1, A and B). Before each movement a target sound was presented, and the subjects’ task was to move to the location that would
yield that feedback sound. Target angles were sampled from a uniform distribution covering 0–180° and were different on every trial for every subject. There were no visual targets in any condition. All vision was blocked during the entire experiment; the experiment was conducted in a darkened room and participant’s vision of their arm was blocked by a semitransparent mirror. Participants performed 3 blocks of 75 training trials yielding a total of 225 trials (Fig. 1C).

No-feedback trials: before and after these training trials learning was assessed by having participants perform movements to a set of 15 auditory targets spaced linearly (equidistant) covering the entire workspace (0–180°), presented once each in random order, but without receiving feedback. Thus all subjects received the same set of targets in these blocks. By design, before training subjects had no information about the correspondence between movements and sounds because the mapping was arbitrary (but fixed during the experiment) and therefore they were expected to reach randomly. The baseline trials were important to ensure that reaching was indeed random and that there were no biases. The analyses that assessed learning were conducted without regard to this baseline block.

Learning conditions. Various conditions were tested that differed in the training phase, but the no-feedback trials before and after learning were always the same (Fig. 1C). In what follows, “targets” refers to auditory targets that were presented to subjects through headphones. There were no visual targets at any point. In the active + targets
condition (n = 25), participants received a target on each trial, made an active movement, and then received a feedback sound. In the active − targets condition (n = 20), participants did not receive a target sound but made an active movement (when a visual icon appeared, which contained no information about the auditory location) and received auditory feedback. In active trials without targets, subjects were told they could move freely to any location of their choosing but had to avoid moving across the workspace in a systematic way. (This restriction was based on a pilot test in which subjects explored the space in a patterned way, which was markedly different from the movement pattern in the active + targets condition thus precluding a fair comparison.) An alternating condition was tested (n = 20), in which participants first made seven movements without targets but with auditory feedback and then made eight movements with targets but without auditory feedback. In this way, both targets and feedback were present during learning, but never in the same trial, and therefore, we reasoned that target error (defined as the difference between the target and auditory feedback) could not be computed in this condition. At the transition between a set of target trials and the next set of feedback trials, it was possible in principle that subjects would use the target of the last trial and combine it with the feedback on the next trial. To prevent this, a masking sound was presented (4 bursts of pink noise, 4 s each, faded in and out during 1 s), which served to erode the potential auditory memory of the target sound. In this alternating targets/no-targets condition, unlike the other experimental conditions, subjects performed 6 blocks of 75 trials, half of which were target (no feedback) trials and half were no-target (feedback) trials. The rationale for this was that even though the alternating group performed more trials in total than the active + targets group, they were matched for the number of targets and feedback sounds.

In the passive conditions, each participant was yoked to an active participant previously tested, whose targets, movement trajectories, and feedback sounds had been recorded. These sounds were played back to the passive participant, and the kinematic trajectory was reproduced by the robotic arm. The passive participant thus experienced the same sounds and movement as the active participant but without themselves producing motor output. Passive movements were generated by the robot under position servo-control using the time series of positions measured from the trajectory of a yoked active subject. Two variants of this passive condition were tested: passive + targets (where the target sounds were presented, n = 25) and passive − targets (where the target sounds were omitted, n = 25). Note that in both passive groups, the yoked active participants were taken from the active + targets group, which was done so as to equate the two passive groups. In passive trials, subjects were told that another participant had made movements that resulted in specific sounds and that the robot would now reproduce their trajectories. The passive subjects’ task was merely to pay attention to the movements and the sounds.

As a passive control group, a scrambled condition was tested (n = 25), which was identical to the passive + targets condition, except that within each block of 75 movements, the order of the target sounds, the movements, and the feedback sounds were each shuffled independently, so that on a given trial the target, movement, and feedback sound that were presented originated from different trials of the yoked active participant. In this way, the movement did not correspond to the feedback or the target. The hypothesis was that learning in this scrambled condition is not possible, because to learn the mapping, subjects need to associate the target and auditory feedback that maps to movements with some degree of consistency.

To test whether learning required that the mapping preserved the structure of the auditory and motor space, a permuted mapping was created. In this condition, the physical workspace was divided into five bins that were shuffled (Fig. 1D). To determine the auditory feedback sound of a given movement, the original end point angle was first mapped to the shuffled bin and then mapped to the sound in the usual way, yielding an irregular movement-to-sound mapping. In particular, this mapping had the property that two movement-sound pairs could be close together in sound space but far apart in motor space, and vice versa (Fig. 1E). Participants in the permuted condition (n = 25) received targets and feedback sounds. In the permuted condition, the location of the targets during no-feedback testing was slightly displaced for the following reason. The workspace was divided into five bins of 36° each. That is, movement angles from 0 to 36° were mapped to bin 1, angles from 36 to 72° to bin 2, etc. Targets placed at the edges of the bins (e.g., at 36°) could be considered ambiguous, because they could arbitrarily be set to fall into either of the two bins. Therefore these targets were slightly displaced (~3° on average) to avoid falling on these edge locations.

Sounds. The sounds used in this study consisted of three pure tone oscillators presented simultaneously, whose frequencies depended on the direction of the associated movement (Fig. 1B). A mel-space mapping was used so that the same change in direction anywhere in the workspace caused a perceptually comparable difference in the frequency of the individual oscillators. Similarly, the sound amplitude was adjusted for loudness as a function of frequency using previously published equal loudness curves (Robinson and Dadson 1956) for 75 phon, so that the perceived intensity of the sounds associated with various directions was roughly equal. The same sound was presented to both ears, and therefore, there were no acoustic direction cues. The sounds associated with the different movement directions only differed by their frequency content.

Testing auditory and motor function in isolation. Before and after the auditory-motor trials described above, participants performed an auditory discrimination test and a motor copy test, which were designed to test whether there was any change in auditory or motor functioning, respectively. In the auditory test, participants’ discrimination thresholds were tested with the sounds used in the auditory-motor experiment. On each trial, four sounds were presented (200-ms duration, 75-ms pause between sounds), which were identical except for one sound, which was always the second or third, and the subject’s task was to respond by button press whether the second or third was the oddball. The three identical sounds were the sounds that corresponded to the middle of the workspace (90°, Fig. 1B) and the oddball was chosen to correspond to one of 10 sounds corresponding to logarithmically spaced angles of 90.27–106.20° (inclusive). Participants completed a total of 200 trials.

A motor copy test was performed to measure proprioceptive and motor function in isolation, without auditory stimulation. In this test (which was different from the audiomotor pre/posttests), on each trial, the robot moved the subjects’ hand passively to a target location on the circle (900-ms smooth trajectory) and back, and then the subjects’ task was to actively reproduce the movement they experienced. Vision of the arm was blocked during this procedure, and no sounds were presented. The target locations were 11 positions linearly spaced on the entire target circle (from 0 to 180°, inclusive). The targets were each presented once before training and once after training in random order.

Data analysis. The movement end point was determined online (defined as the moment when velocity remained below 5% of the peak velocity on a per-trial basis consecutively for 50 ms), and the angle from the starting point to the movement end point was computed to determine the feedback sound to be presented on each trial. The same movement angle was also used offline to calculate the reaching error: the absolute angular difference between the target angle and the angle at the end of movement relative to the starting point. Control analyses also investigated the deviation from the center of the workspace, computed as the absolute angular difference between the movement angle and the direction straight ahead, as well as the average or standard deviation of the movement angles, computed using the signed value of the movement angles.

Error was averaged for each subject and block (no-feedback pre- and posttraining). The main analyses focused on the posttraining no-feedback error scores only because the prescores were random.
RESULTS

Participants made active movements to targets, receiving auditory feedback at the end of each movement (active + targets condition). In this condition, a reduction in error was observed over the course of training (Fig. 2A). To assess learning, before and after training, participants performed reaching movements without receiving auditory feedback (no-feedback trials). Reaching error, defined as the absolute angular difference between the target angle and reaching end point angle, was lower after training \( t(24) = 6.82, P < 0.0001 \). To test hypotheses about the information that drives learning, various conditions were tested that systematically removed one or more of these sources of information (Figs. 1 and 2).

The first key finding is that all groups showed learning, as indicated by a reduction in error on no-feedback trials (all \( t > 2.61, P < 0.015 \); Fig. 2D) relative to the baseline (pre) no-feedback trials except for a scrambled control group that passively experienced movements and sounds of an active participant but in which the link between movements and sounds was removed by shuffling the trials \( t(24) = 0.04, P = 0.96 \).

---

Fig. 2. A: participants learn to reach to auditory targets (active + targets group, \( n = 25 \)). Before and after learning (green), all groups were tested using active no-feedback trials (red and blue). B: performance on target trials for the group where targets and feedback were presented in alternating fashion but never together for the same trial \( n = 20 \). In between each set of target trials, these participants also performed no-target active reaching movements. C: participants \( n = 25 \) were able to learn the permuted map. This learning was evident when the target-to-movement error was computed in auditory space but not when it was computed similar to the target movement.

D: baseline performance was not different across groups and is shown combined in the gray bar. Colored bars indicate the performance of the various groups during the postactive no-feedback trials. All groups showed learning relative to baseline, except for the scrambled group. E: rate of learning as assessed during training. For each participant, a line was fit to the error during training and the slopes of these lines are shown to be the same across groups. F: as a control, the distribution of active movements was largely equated between the conditions. Error bars and shaded area indicate means ± SE.

---

*J Neurophysiol* • doi:10.1152/jn.00429.2019 • www.jn.org

Downloaded from www.physiology.org/journal/jn at McGill Univ (132.206.106.252) on October 16, 2019.
In the primary analyses of learning, performance was assessed based on posttraining no-feedback trials, instead of pre-to postchanges, because the pretraining performance was random (by design) and analyses using pre- to posttrials were found to be less sensitive (see below).

An ANOVA was performed with the post-no-feedback error as a dependent variable and a between-subjects factor group. The difference between experimental conditions was significant \( F(6,158) = 8.50, P < 0.0001, \eta^2 = 0.24 \). Pairwise \( t \) tests (Bonferroni-corrected) revealed the following pattern of findings. The passive scrambled group showed greater error than all other groups (all \( P < 0.04 \)), which confirms that learning is only possible when the link between movements and feedback is intact. The active and passive groups were not different (all pairwise comparisons \( P > 0.1 \) with or without targets), suggesting that the presence or absence of active motor outflow does not affect learning. The permuted group showed greater error than the active + targets group (\( P = 0.008 \)), suggesting that the permuted mapping may be more difficult to learn, although learning was present in both conditions. There was a trend for the active group with targets to show lower error than the active group without targets (\( P = 0.09 \)), which suggested that targets, and therefore potentially target error, could affect the amount of learning. The alternating condition served as a control for this, in which targets and feedback were both presented but never on the same trial, and therefore, error could not be computed. Learning in the alternating condition was not significantly different from either active condition (\( P = 1.0 \)). This suggests that target error does not drive learning. Other than the comparisons mentioned above, no other differences between groups in this experiment were significant (all \( P > 0.1 \)).

To investigate performance during training, learning rates were computed as follows. Errors were computed for each subject and each trial separately, and then a, line was fit using robust regression. Robust regression is a variant of ordinary least-squares regression, which uses an algorithm to estimate which data points are likely to be outliers and assigns these a lower weight so that they do not disproportionately affect the regression estimate (slope in our example) (Andersen 2008). For each subject, one slope value was thus obtained that reflected the amount of change in error over the course of training. These slopes were significantly different from zero across groups \( [\eta(69) = 4.28, P < 0.001] \) indicating that overall subjects reduced their reaching error over time and there were no significant differences between groups \( F(2,67) = 0.01, P = 0.99 \). Additionally, fitting exponential learning curves to the data indicated no difference in exponential learning rates between the groups \( (P = 0.77) \). This suggests that the three groups showed similar learning performance during training (Fig. 2E) and in particular that the permuted condition performed similarly to the nonpermuted groups. Note that performance during training can only be investigated for active groups for trials in which they receive targets, i.e., active + targets, alternating, and permuted groups.

The tests described above focused on a single day of training, in which relatively high levels of error were observed at the end of training. Three additional subjects were tested who each performed the learning task over the course of 21 training sessions, each on a separate day (with at most 3 intervening nontraining days and a maximum total duration of 5 wk, 225 trials per day, with targets and feedback). Improvements were seen throughout training (Fig. 3). This shows that learning an audiomotor map is a challenging task in which there are progressive improvements in performance over extended periods of training. Hence, the findings reported in the main experiments (single-day) reflect the earliest stages of sensorimotor map acquisition.

Four conditions involved active movements (active + targets, active − targets, alternating, and permuted). A potential confound was that differences between these groups, or absences thereof, could be driven by differences in the distribution of movements. However, there were no significant differences observed between the groups in average movement direction \( F(3,86) = 0.13, P = 0.94 \), deviation from the workspace center \( F(3,86) = 1.37, P = 0.26 \), or standard deviation of the movement angles \( F(3,86) = 0.77, P = 0.52; \) Fig. 2F). This suggests that the different groups had comparable exposure to the sensorimotor workspace.

In the permuted condition, the map structure was divided into bins that were shuffled, thus removing the global structure but preserving local structure within each bin. It is possible in principle that subjects used this residual local structure for learning the mapping. However, two empirical findings suggest that this was not the case. In a first analysis, we reasoned that to use the local structure to drive learning, subsequent movements to same-bin targets would need to land in the same bin, because otherwise a different local structure would apply to the different movements. To probe how often this happened, targets were grouped according to the bin they fell in. Then, for each target bin, we looked at the series of each subject’s movements to targets within the same bin, ignoring intervening trials to other bins. Our analysis was not restricted to cases where subsequent movements landed in the same bin. In fact, we identified pairs of trials where the targets were in the same bin, but in between these two trials there could be any number

![Fig. 3. Prolonged training measured in 3 participants leads to continual increases in performance.](https://example.com/fig3.png)
of intervening trials to targets in different bins. For only 30.9% of all cases, two subsequent movements to the same target bin fell into the same bin (Fig. 4A). Note that chance level, if reaching is completely random, is 20%. This indicates that in the majority of trials where two targets were in the same bin, subsequent movements to these targets nevertheless land in different bins and therefore the local structure could not be used. In only a small portion of trials subsequent movements to similar targets landed in the same bin, and therefore, the local structure of the map, within the bins, could actually be exploited. In a second, separate analysis, going back to all individual movements, we selected movements which landed in the correct bin, e.g., movements to a target in bin 3 where the subject correctly landed in bin 3. If subjects used the local structure of the map within this bin, we hypothesized that their movement angles should follow the local structure of this bin; that is, the movement directions should vary with the position of the target within the bin. However, there was no significant correlation between the target angle and the movement angle [for all subjects combined, $t(1438) = 1.11, P = 0.27$; see Fig. 4B]. Note that the average of the movement angles corresponds to the center of the bin, but the individual movements are distributed largely uniformly across the bin (Fig. 4C) and this pattern is stable over the course of training (Fig. 4D). Taken together, these two analyses suggest that the local structure that remained after the permutation was applied was not used in the learning.

Fig. 4. The scale of the permutation corresponded roughly to the scale of the errors made by subjects in the task. A: distribution of movement angles relative to the center of the bin of the movement on the previous trial. The gray area indicates the width of the bin and represents subsequent movements that land in the same bin. This indicated that only in a small portion of trials did subjects subsequent movements to similar targets land in the same permutation bin; a.u., arbitrary units. B: if participants matched the local structure, then within each bin the reaching angle should increase with target angle. Here are indicated trials in which subjects landed in the correct bin. Each bin was then divided into 10 subbins (horizontal axis), and the subjects’ average movements are indicated in gray dots (vertical axis) with averages (and SE) indicated in blue. Reaching angles did not increase with target angle, indicating that participant performance does not match the local structure within each bin. C: note that although subjects’ average movements were in the center of the bin, the individual movements were distributed uniformly within each bin (here shown for all subjects combined; first 100 trials discarded for display). D: if subjects learn to reach to the center of the bins, this should reduce the distance between reach angle and the bin center, but that distance was stable over the course of training. Shown is average ± SE of the (absolute) distance between reach angle and the center of the bin. The red trace indicates the expected distance for uniform reaching (which is 9° for an 18° bin).
In the passive condition, the subjects were instructed to not make any movements themselves and let the robot guide them. However, in principle it is possible that subjects actively moved along with the robot. In that case, they potentially produced motor outflow and may have used this to drive learning. To test whether this was the case, in each passive trial, the force that was sent to the robot motors was logged, and at the same time, the forces acting on the handle were measured. If subjects produced active movements that precisely followed the movements of the handle, there should be little force recorded acting on the handle (similar to when subjects are not holding the handle at all, in which case forces should be near zero). If however subjects let themselves be moved by the robot, then a force produced by the robot motor should result in an observed force in the opposite direction, caused by the inertia of the subject’s arm (Fig. 5A). The empirical finding was that motor force was indeed strongly negatively correlated with the observed force on the handle (Fig. 5B). This correlation was robust in all subjects and did not differ between the groups \( F(2,70) = 1.49, P = 0.23; \text{Fig. 5C} \). This is consistent with the idea that subjects do not actively move along with the robot. To further exclude that subjects are actively moving along with the robot, we performed the following analysis. The assumption was that if subjects were completely passive, the displacement we observe should be approximately equivalent to that of moving a point mass of \( -3 \) kg (the arm is \( -5% \) of body weight). If subjects are actively moving along, and based on the displacement, we estimated the mass that is being moved, it would seem less because of the assistive force. On each trial, the net force on the handle was
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Fig. 5. Control analysis to confirm that passive subjects were not actively moving along with the robot handle. In each trial, forces on the handle were measured and compared with the force exerted by the motor to move the subject. **A**: time course of the motor force (red) and the measured force on the handle (blue) shows a strong negative correlation, as would be expected if the subject is not moving along with the handle. **B**: the distribution of correlations of all trials. **C**: a strong negative correlation was observed for all subjects and was not different between the passive groups. **D**: no relationship was observed between the motor versus observed force correlation and the amount of learning of the subject. **E**: to exclude that subjects actively moved along with the handle, we compared the programmed motor force (red arrow in inlay) and the measured force at the handle (blue arrow). The resulting net force (black arrow) was able to explain the observed displacement of a mass corresponding to roughly the weight of the subject arm, thus without needing to appeal to additional forces produced by the subject.
calculated as the sum of the commanded motor force and the force recorded by the force transducer on the robot handle (e.g., the sum of the traces in Fig. 5A). This net force is what causes the motion of the subjects’ arm (Fig. 5E, inset). Modeling the arm as a variable point mass, one can then compute the predicted displacement, and subsequently fit for the mass that matches the actually observed displacement. The average estimated weight was 3.084 kg, which matches the weight of the arm (typically 5% of body weight). In sum, the observed forces are able to account for the observed handle displacement. An additional control analysis was performed based on the idea that if in spite of the evidence above, marginal active movements would occur in the passive groups, and these would contribute to learning, then the closer the motor-to-observed force correlation is to zero (indicative of more active contribution by the subject), the more subjects should learn. That is, the motor-to-observed force correlation during training should predict the amount of learning measured during the no-feedback trials. However, there was no significant correlation with learning (passive + targets: \( r = -0.24, P = 0.25 \); passive - targets: \( r = 0.01, P = 0.96 \); and scrambled: \( r = 0.07, P = 0.75 \); Fig. 5D).

Before and after the audiomotor testing, participants completed auditory discrimination testing. Response accuracy was on average 72.9% (SD 6.9) before audiomotor learning and 73.4% (SD 6.9) afterwards. This difference was not significant \( F(1,157) = 1.41, P = 0.24 \), and there was no significant effect of group \( F(6,157) = 0.50, P = 0.81 \) or interaction \( F(6,157) = 1.03, P = 0.41 \). To investigate whether auditory functioning could explain reaching performance, correlations were computed between audiomotor no-feedback trials after training and change in auditory test performance, which were not significant \( r = -0.06, P = 0.48 \) for all subjects combined excluding the scrambled group, and carrying this out per group all correlation magnitudes \( r < 0.52, \) corrected \( P > 0.12 \). This showed that basic auditory functioning remained stable during this experiment and learning could not be explained by an improvement in auditory perceptual function alone (van Vugt and Ostry 2018a, 2018b).

Participants also performed a motor copy test to measure proprioceptive and motor function in isolation (without auditory stimulation), in which the robot moved their hand to a location on the target circle and then to the starting point and their task was to move back to the indicated location (all in the absence of vision). Reaching error in this test was 5.41° (SD 1.5) before training and 5.13° (SD 1.4) after, and there was a statistical trend for this improvement to be significant \( F(1,157) = 3.90, P = 0.05, \eta^2 = 0.009 \), but there was no significant overall difference between groups \( F(6,157) = 0.84, P = 0.54 \) and no difference in amount of change per group [interaction \( F(6,157) = 0.41, P = 0.87 \)]. In particular, the active with targets group did not show significant improvement \( F(1,43) = 0.37, P = 0.55 \). This suggested that although there may be a small improvement in reaching to proprioceptive targets, amounting to less than half a degree, this improvement could not explain the differences in audiomotor learning between the groups observed here. A possible reason why there was no proprioceptive learning here was that the robot’s inertia was compensated, and thus subjects did not need to learn this inertia.

The main analyses described above compared learning between the various conditions using the no-feedback performance after training (post) instead of a change score from pre to post. The reason was that the pretraining no-feedback trials were included only to ensure that subjects had no prior information about the mapping, by showing that reaching was essentially random and that there were no biases. Pre-no-feedback trials are random by design because subjects have no way of knowing the arbitrary location-to-sound mapping. To confirm that pretrials were random, first, reaching error was computed for 1,000 permutations of the target angles and the subject’s movements, and the resulting errors were not different from those actually observed empirically \( t(197.35) = -1.37, P = 0.17 \). Second: reaching error on pre-no-feedback trials did not differ between the groups \( F(6,158) = 1.03, P = 0.41, \eta^2 = 0.04 \). Third, pre- versus postcomparisons are based on the idea that individual differences between subjects are subtracted out and only within-subject differences remain. However, there was no significant correlation between the pre- and postscores of the individual subjects \( r = 0.03, P = 0.72 \), suggesting that pre- versus postcomparisons do not subtract individual differences but rather subtract a random value (the prescores) and thereby actually add noise. These three arguments show that the baseline no-feedback performance is essentially random, in line with previous studies (van Vugt and Ostry 2018a, 2018b), which confirmed that the learning task successfully studies sensorimotor map learning de novo. The main analyses in this paper therefore focused on the postmeasurement in isolation as a measure of learning. The reason for that was that we expected that if the prescores are random, a pre- to poststatistical comparison analysis would be corrupted by additional random noise (the prescores), making it less powerful to detect subtle differences between the groups and thus unfairly bias the outcome toward our own hypotheses. To verify this, all the group comparisons were repeated also for the pre- to postcomparison, which indeed detected only a subset of the significant group differences of the post-only analysis reported above. The pre- to postimprovement scores were different across groups \( F(6,158) = 4.65, P = 0.0002 \). Pairwise \( t \) tests between all groups revealed only two pairs of groups to be significantly different: scrambled versus active + targets \( P < .0001 \) and scrambled versus alternating \( P = 0.004 \). None of the other pair of groups showed significant differences in learning. This shows that the post-only comparison is more sensitive to group differences than the pre- to postanalysis and therefore the most stringent test of our own hypotheses. Note that although we found no differences in initial performance between the groups, this does not rule out that due to sampling error subjects in some groups had greater learning ability at the outset.

Additional control analyses revealed that across groups, there were no significant differences in amount of learning between male and female participants \( F(1,126) = 0.08, P = 0.78 \); excluding data from the scrambled condition where learning was precluded by design]. Similarly, we compared performance between participants who reported no musical training, informal musical experience, or having played before (>5 yr ago) and found no effect on learning \( F(2,137) = 0.08, P = 0.92 \). This suggests that gender or musical experience did not confound the results reported in the paper.
DISCUSSION

A first challenge facing a sensorimotor learner is to understand the link between movements and their sensory outcomes, for example, learning what are the visual effects of arm reaching movements or which sounds result from which vocal tract configuration. The present study investigated how sensorimotor maps are first acquired. Specifically, do the early stages of map learning require active motor outflow? Does learning assume that sensory and motor distances are preserved by the mapping? Does map learning rely on comparing movement feedback with an overt target (error correction)? Subjects were tested in various conditions that each removed one or several of these sources of information. The key result was that in all conditions except for a scrambled condition, learning was observed and was similar in magnitude. This showed that maps can be learned using free exploration without targets and they can be learned passively. In sum, as long as sounds are consistently linked to somatosensory states, the mapping can be learned, suggesting a robust learning mechanism that can operate with minimal requirements. Even a mapping that does not preserve distances across motor and sensory modalities can be learned, showing that the learner does not need to make assumptions about the structure of the sensorimotor map and instead learning can proceed through the acquisition of a collection of individual sensory-motor instances.

In the present data set, participants learned a permuted mapping that was discontinuous and therefore did not preserve distances in sensory and motor spaces. This finding shows that at least in the early stages of learning, the learners do not need to make assumptions about the structure of the mapping that they encounter. To our knowledge, previous work in motor learning has not investigated learning of discontinuous mappings but is mostly based on mappings that preserve topology (Ritter et al. 1989). What comes closest are studies where pings but is mostly based on mappings that preserve topology learning has not investigated learning of discontinuous mappings, showing that the learner does not need to make assumptions about the structure of the sensorimotor map and instead learning can proceed through the acquisition of a collection of individual sensory-motor instances. However, the permuted group shows learning and indeed the rate at which they learn is not different from the active nonpermuted groups. The permutation that was applied to the mapping disrupted the global structure of the maps (across bins) but retained some local structure (within bins). In principle, the local structure could have been responsible for learning gains observed here. However, it was found that subsequent movements to similar targets in only a small portion of cases landed in the same bin; therefore, in the majority of cases, the local structure could not be used (Fig. 4). Moreover, it was found that the reaching pattern within each bin did not follow the local structure. These two findings suggest that the residual local structure did not drive the learning observed here.

Active motor outflow appears not to be necessary for sensorimotor map learning. Participants in the present study showed learning when they were passively presented with the movements and sounds experienced by a yoked active participant. Some previous work shows a benefit of somatosensory experience for learning (Beste and Dinse 2013). Previous work also demonstrated visuomotor adaptation learning can occur with passive arm movements alone although learning is less than in active conditions (Lei et al. 2016). Passive movements with rotated visual feedback are furthermore accompanied by sensory change of similar magnitude to that typically observed with active motor learning (Mostafa et al. 2019). Only few previous studies showed passive learning was possible to the same extent as active learning (Bernardi et al. 2015), and many studies instead show little or no learning (Beets et al. 2012; Held and Hein 1963; Lotze et al. 2003). Here, how could passive exposure improve subsequent active movements to sounds? The present data suggest that rather than exploiting the experienced links between active movements and auditory feedback, passive subjects based their learning on the link between auditory feedback and the somatosensory trace of the movement that was presented to them passively. Then when tested on active movements after training, these participants could use the somatosensory memory trace to reproduce the known movements, which is reminiscent of instance-based learning (van Vugt and Ostry 2018b). How exactly in each local neighborhood incoming feedback information is used to update the mapping remains an open question; this could involve either a proportionate correction (sensory prediction error) or replacing the previous entry with the current feedback, a strategy that has previously been suggested for machine learning (Aha et al. 1991; Atkeson et al. 1997b; Schaal and Atkeson 1998). The permuted mapping result is also similar to findings that subjects can learn multiple, even opposing perturbations in parallel, but in those cases contextual cues are typically provided (Howard et al. 2010; Imamizu et al. 2007; Lee and Schweighofer 2009) and interference tends to be observed between the perturbations. The permuted mapping shows that in the initial stages of learning complex sensorimotor contingencies, the brain can track different portions of the sensorimotor workspace largely independently. This finding is surprising because it would seem adaptive for the motor system to restrict the search space for sensorimotor maps to those mappings that are physiologically plausible, i.e., preserve distances, and a similar idea has been proposed for neural interfaces (Sadtlar et al. 2014). The present data show that although permuted mappings can be learned, learning may be less than in a nonpermuted condition (active with targets). However, the permuted group shows learning and indeed the rate at which they learn is not different from the active nonpermuted groups.
same movement actively, a capacity widely observed previously (Fuentes and Bastian 2010). Active participants, during their learning trials, may have similarly used their somatosensory information instead of motor outflow during map formation so that sensorimotor maps are stored as sensory-to-sensory links instead of sensory-to-motor links. This aligns with recent work that suggests that sensorimotor adaptation applies to the actually performed movement rather than the planned movement (Gonzalez Castro et al. 2011); because in that case the only source of information about the actually experienced movement is the sensory inflow rather than the motor outflow. However, classical models of sensorimotor control typically start from the idea that what is learned is the relation between motor commands and sensory effects (Ghahramani et al. 1997; Wolpert et al. 2011). Similarly, models of sensorimotor learning in robotics have investigated map formation using self-generated exploratory movements such as exhibited by participants here (Saegusa et al. 2009), but to our knowledge, these are based on active motor outflow. A likely reason is that in these models, the robot’s task is to learn the correlation between movements and somatosensory feedback. The apparent discrepancy between these existing ideas and the present data could be resolved by postulating that subjects learn sensory-to-somatosensory associations (in our case auditory-to-somatosensory) and when required to produce movements, these somatosensory traces are mapped to motor commands. For example, a subject in the active condition can keep track of the somatosensory experience of their own movements linked with the sounds they hear and thus form an auditory-to-somatosensory map. When they are subsequently asked to make active movements to targets (in the posttraining no-feedback trials), they can use the auditory-to-somatosensory map to generate a desired somatosensory trace, and then use their existing somatosensory-to-motor mapping to generate their movements. In sum, using those two mappings could yield auditory-to-motor links required for performance observed here. The fact that the somatosensory-to-motor map is preexisting and does not undergo changes is supported by the observation that subjects can perform the motor copy task before training and that their performance does not change substantially after training. A related question is that if learning in the active condition is based on linking somatosensory information to auditory feedback, and supposing that incoming sensory information is less reliable during active movement (Chapman et al. 1987; Collins et al. 1998), one might expect that there would be more learning in a passive condition. However, the passive groups did not show better learning during the no-feedback test phase in this experiment.

Sensorimotor map learning is also found to be possible without target error correction, because subjects were able to learn the mapping in a condition where no targets were presented during the learning phase. Previous studies approached the question whether error drives learning by creating conditions where errors were zero, for example, by giving subjects a perturbation coupled with an explicit strategy so that they produced no target error at the outset (Mazzoni and Krakauer 2006). Under such conditions, sensorimotor changes are still observed, which are thought to be driven by a discrepancy between predicted and actual sensory feedback, i.e., sensory prediction error (Shadmehr et al. 2010; Wolpert and Flanagan 2001). Sensory prediction error learning was possible in principle in the present study as well, even without overt targets, because subjects could, before each movement, form a prediction of the auditory feedback, compare it with the feedback actually received, and then apply a proportionate correction. Learning was observed also in the permitted condition, where the sensorimotor mapping topology was discontinuous because it did not preserve distances in sensory and motor spaces (Fig. 1D). Sensory prediction error in this case could still be used, provided that it operates exclusively in the sensory domain, because there are no discontinuities in the auditory modality itself. In sum, the present data show that target error does not drive learning. The data do not rule out sensory-prediction error as a potential mechanism for learning. The data also do not force the conclusion that sensory-prediction error drives learning. An account of learning observed here based on sensory prediction error requires the assumption that subjects can correctly create a weighted combination of two sounds (the predicted sound and the actual feedback), which would be used as the new prediction for a given movement. The present result is in line with previous work in visuomotor adaptation that performance error does not drive learning (Lee et al. 2018).

Participants who received no targets at all showed a statistical trend toward impaired learning (relative to the group with targets), whereas this trend was not found in an alternating group who received intermittent trials with targets but no feedback. This suggests that the intermittent target trials had improved learning. The target trials themselves did not provide the subjects with information about the mapping because only targets were presented, not feedback, and the scrambled condition demonstrates that targets alone are not enough for learning but instead learning requires that feedback is linked in a systematic way to movements. Instead, the performance improvement of the alternating group (relative to the group that did not receive targets) could be due to the fact that they were required to query their sensorimotor map when targets were being presented. This idea is in line with a class of machine learning algorithms that defer processing of input data until a query is presented (Atkeson et al. 1997a), that is, until a targeted movement is required. Alternatively it could simply be that the presence of intermittent targets engaged attentional mechanisms that facilitated learning in general.

The present work tested participants learning a novel mapping between movements and sounds and therefore the conclusions pertain to the auditory-motor modalities. The learning process investigated here may be the same or different when learning mappings from movement to other sensory modalities (somatosensory, visual). Within the auditory domain, there is previous work examining the updating of auditory-motor representations (Kagerer and Contreras-Vidal 2009; Schmitz and Bock 2017), but these studies focus on the acoustic localization of sounds, which presumably relies on different processes than studied here because sounds used in the present study were not localized in space and differed only by their frequency contents.

Participants in the current study are in an usual situation because they have to build a sensorimotor map instead of having one at the outset. This is confirmed by their random performance at the outset, in line with previous studies using this setup (van Vugt and Ostry 2018a, 2018b) but contrasting with typical motor control paradigms where subjects, for example, reach to visual targets with rotated
visual feedback or experience force fields, where performance at the outset is biased (by the perturbation) and not random (Krakauer 2009). Participants in the current study were in much the same situation as an infant learning to speak by making predominantly random vocal movements thought to serve exploration of sensory-motor contingencies (Kuhl 2004; Locke 1989; von Hofsten 1982; Werker and Tees 1999). Some robotic learning architectures also use random movements to map out the sensory effects of motor commands (Schillaci and Hafner 2011). Due to the initial random performance, presumably subjects in the present study do not have an auditory-motor map at the outset and have to form one in the course of learning, whereas in previous studies an existing sensorimotor mapping is being updated. The key result from the present study is that this early phase of learning where sensorimotor maps are first formed does not require target error correction, active motor outflow, or continuous, topology-preserving mappings and instead shows that subjects may use a robust, instance-based learning mechanism.
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